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Abstract. The modulating-function (MF) waveform analysis method has been generalized 
and applied to investigate the deep levels in semiconductors. The advantages of the MF 
methodover other availablemethods-themethodofmoments, Fourier transformandleast- 
squares-have been discussed and re-emphasized. As examples, the isothermal capacitance 
transients measured for GaAs (Si implanted) and Si (Au doped) have been analysed. The 
results for activation energy, capture cross section and density distribution are in general 
agreement with the experimental and calculated results published earlier. 

1. Introduction 

In our earlier paper [l] we have described a three-in-one measurement system, i.e. 
isothermal capacitance transient spectroscopy (ICTS), conductance spectroscopy and 
capacitance profiling (cP), to study deep levels in semiconductors. The purpose of this 
paper is to outline a theoretical approach and data analysis program to determine the 
device (sample) characteristics, such as activation energy, emission rate, capture cross 
section and trap concentration. 

Four different approaches available at present are the method of moments (MM) [2], 
the Fourier transform (FT) method [3], the least-squares (LS) method [4] and modulating- 
function (MF) [ 5 ]  waveform analysis. The MM was first proposed by Kirchner et a1 [6], 
which was later extended by Ikossi-Anastasiou and Roenker 221. The MM, which depends 
on the iteration procedure, requires many iterations and a cut-off correction before 
achieving a desired accuracy. Furthermore, one has to implement a noise reduction 
algorithm in the main program. This method, however, is reported to work very well on 
mainframe computers where time constraint is not a large factor, especially to eliminate 
the noise and truncation errors. The FT method [3] for deep-level transient spectroscopy 
(DLTS) study was suggested by Okuyama et af [3]. They worked out a procedure for 
analysing one- and two-trap DLTS signals and emphasized that the peak positions are not 
necessary in the experimental data. A closer examination of this paper reveals, however, 
that a very extensive calculation involving fast FT is required to generate real and 
imaginary parts of the Fourier coefficients. Additionally, if a small amount of noise is 
present in the measured data, it can give rise to misleading results for the device 
characteristics, the error could become easily as large as 20-30%. The third method- 
the LS method-has been advocated by Thurber and Lowney [4] in the study of ICTS 
obtained with different bias voltages but the same fill voltages. The method is extremely 
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useful for field effect study of non-exponential transients, which may also arise for 
several other reasons. With this method, accurate values of activation energy, emission 
rate and trap concentration have been reported [4] for Pt-doped Si. 

In this study we shall follow the MF method, which has recently been introduced [5] 
but not implemented yet to a significant extent. The MF method is particularly suitable 
for multiexponential transients, because it has apparently the least noise sensitivity, 
highest resolution and easy-to-use correction procedure to baseline offset value, It can 
be adopted, as we shall see later, to smaller computers in the local environment. We 
have modified the original MF method in three ways. 

(i) We have generalized the MF equations. 
(ii) We have incorporated two distinctly different MFS. 
(iii) We have written a new algorithm to make it work on an AT- or XT-compatible 

Finally, we shall demonstrate here its accuracy and efficiency by applying it to the 

computer. 

case of ICTS measured from Si (Au doped) and GaAs (Si implanted). 

2. Theoretical approach 

In this section we discuss the MF method and show how to analyse the experimental data. 
In the DLTS measurement, one needs [7] a double-box-car integrator to determine the 
rate window assuming exponential capacitance transients. Here the rate window is kept 
fixed, but the temperature is varied. One then has to repeat the same operation for 
another rate window and so on, until the whole range of rate windows is covered. This 
task is quite time consuming as one has to repeat the same procedure over the same 
range of temperatures again and again. There is also the possibility of missing some 
weakly developed DLTS profiles when inappropriate rate windows are selected. These 
problems do not arise [8] in ICTS measurements as one measures in this case the isothermal 
transients only once in the entire range of temperatures of interest. One can then easily 
construct the DLTS signal, if there is any need, from the measured ICTS. 

The MF method proposed by Ransom et af [5] is specifically geared to ICTS experi- 
ments. The capacitance transient due to a single trap level at any temperature Tis given 
by 

C(t, T )  = B + A exp(-t/t) (2.1) 

where tis the time, z the time constant, B the baseline constant (offset value) andA the 
amplitude function. For a multiexponential case, however, it can be rewritten as 

n 
C(t, T )  = B + C A i  exp(-t/ti) 

i 

and the emission rate 

where Eiis the activation energy of the trap, ai the capture cross section, (U,) the average 
thermal velocity of the carriers, Nc the effective density of states of the conduction band 
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edge and g the degeneracy factor of the level. The product (v , )N,  can be shown, in the 
free-electron approximation, to be 

(u,)N, = (16mnk2/h3)T2 = ynT2 (2 * 4) 
where 

y n  = 16mnk2/h3. 

Therefore, 

(en 1 i = an i  T2 (2.6) 

ant = oi (T)yn/g*  (2.7) 

a , (T)  = am exp(-AEB/kT) (2.8) 

with 

One of the possible forms for capture cross section considered is 

where AEB is the barrier height energy of the carrier. If the capture cross section is taken 
to be independent of temperature, a plot of ln(p/e,) versus T will be linear and, 
therefore, from the slope of the straight-line plot, one can obtain the values of the 
activation energy E,. This is what is generally done in most experimental research work. 
However, Thurber and Lowney [4] found that an appreciable error could be introduced 
into the computed value of E, if a( T )  were not properly handled and proposed an 
alternative practical way of circumventing this problem. This method is somewhat time 
consuming as it requires additional computations and plotting. We, therefore, suggest 
another way of using the same original equation but obtain the effective activation 
energy rather than the simple activation energy. 

Let us write equation (2.6) as 

(e,), = a i  T 2  exp( - AE,/kT) (2.9) 

= 0, Y n  /g  (2.10) 

(2.11) 

where 

and 

A E ,  = E, + AEB. 

This AE,, in general, is not as simple as it appears. It will also include the effects of 
temperature of the energy gap, etc. We now attempt a straight-line fit by plotting 
In( T2/e,)  versus T. The best value of this slope can be selected for the sample under 
study. This procedure also enables one to determine experimentally the temperature 
dependence of a ( T )  if one can find E, from another source. 

We now return to equation (2.2) and differentiate it to obtain (this procedure 
eliminates the baseline constant B )  

(2.12) 
C ( i , T ) = ( - 1 ) 2 X + e x p (  A .  -:) 

i Ti 

etc. 
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Introducing a MF ~ ( t )  and multiplying the above equations by it, one can integrate 

where TE means the end time and Ts the start time of the transient. To obtain the 
amplitude function A,,  one must satisfy the required condition 

( m + l )  
C+a$+  +...+am c = o  (2.14) 

where the coefficients am are written for convenience to fulfil the condition 
(m) (m-1)  
t - a ]  z + .  . . + (-l)mz=O* (2.15) 

The MF is normalized to zero over the entire transient time: 

[(;(?)I = [(;(t)] = 0. (2.16) 
TS TE 

Thus the above equations lead to 
T ,  ( m + l )  jT: &(t) d t+  a1 ITE Cq(r) dt + . . . + CY,, lTs C q ( t )  d t =  0. 

i-S 

(2.17) 

It can be reduced from a C-differential to a q(t)-differential equation easily by partial 
integration: 

j T E C q ( t ) d t - a , l T E C 9 ) ( t ) d t +  . . .  + ( - l ) " a m  (2.18) 
TS TS 

Let us consider MFS of the form UV. Then the product derivative rule gives 
(m)  m ( m - i ) ( i )  
Q, ( t )  = E (i) U v. (2.19) 

We choose two different types of function to test the convergency of the above results. 
For MF 1, 

q(t) = ( t  - T , ) P ~ ( T ,  - t ) P 2 .  (2.20) 

We find the mth derivatives: 
( m )  

U = [ P l ! / ( P l  - m)!](t - TS)P1-m 

and 
( m )  

V = (-1)"[P2!/(P2 - m ) ! ] ( ~ ,  - t)P2-m 

For MF 2, 

q(t)  = {sin[a(t - Ts>]}'. 

We substitute 

a = h / ( T E  - T,) 

and 

(2.21) 

(2.22) 

(2.23) 
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Then 

sinP(ux) = (1/2i)~[exp(iax) - exp(-iax)IP 

(2.24) 

Now using the product rule it is easily seen that 
(m) im-P P P 
Q, = 7 (R)(-1)R(P-2R)m exp[ia(t- TS)(P-2R)]. (2.25) 

L- 

The above two MFS have been selected in rather general form. One can find reasonably 
good answers, as will be seen later, with P = 1 or 2. The value of n depends on the 
number of defect levels present, usually n = 1 or 2. An analysis of the experimental data 
with either of these two MFS should lead to the same order of accuracy in the measured 
ICTS plots if no error is present in the computation and/or inappropriate truncation 
error is made in the integration procedure. In the following section we implement this 
approach, demonstrating its accuracy and efficiency. 

3. Experimental and operational procedure 

We are now ready to apply the MF method just illustrated to the case of Si (Au doped) 
and GaAs (Si implanted). These two materials have been studied previously [9-151 and 
their important deep levels have been identified. These samples are actually Schottky 
diodes and mounted on TO-5 headers. The Si sample was obtained from the National 
Institute of Standard and Technology (sample NBS2) and the other from the Wright- 
Patterson Air Force Base (sample GAS2). 

Sample NBS2, with the laboratory code number Au76N10.8, was prepared from 5- 
10 S2 cm on (111) n-type Si. The B diffusion had a surface concentration of about 10l8 
cm-3 and a junction depth of about 2pm.  Au was diffused into the diode from the 
back side at about 800 "C for 24 h. Sample GAS2 was actually prepared by Sumitomo 
Company with the laboratory code 604641-019 # B2. This is a liquid-encapsulated 
Czochralski sample with Si implantation. The donor concentration Nd was about 
5.62 x 10l6 cm-3 and the barrier height e about 0.821 V. The other details-influence, 
surface concentration, etc-are not available. 

The experimental set-up used for this investigation is scanning DLTS (SDLTS), which 
has already been described previously. We measured the ICTS transients at a frequency 
of 1 MHz in the temperature range 100-380 K. The transients were recorded by highly 
automated, self-controlled and powerful software DLTS . PRG at 2 K intervals, a bias 
voltage from -3 to -10 V, positive pulsing to a maximum of 0 V and a pulse hold time 
from 0.001 to 1 s .  The main program DLTS . PRG is made up of several auxiliary programs 
and two correction programs, CAB. CORR and CLIP. CORR. The program CAB. CORR is 
needed to correct for the inherent cable capacitance together with the terminals. The 
fluctuation of the line voltage and other electrical noise introduced in the measuring 
signal was suppressed by the CLIP. CORR and HP-16083A placed in the electrical circuit. 

Together with this data acquisition, simultaneous plottings were done with two 
programs, PLOTCV and PLOTCT. The first program, PLOTCV, enables one to plot all C-V 
data obtained from CP. There are two options available to the user: to plot on the screen, 
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Figure 1. Measured and calculated plots of the 
capacitance transients for Si (Au-doped p'-n) 
(sample NBSZ). The calculated plots are shown 
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or to plot on the HP plotter. Furthermore, plotting of hard copies can be accomplished 
by the use of either AGPLOT or SIGMAPLOT. It is convenient to use AGPLOT which is rather 
quick and tailored to the experiment. 

The second plotting program, PLOTCT, is specifically designed for C-T data from 
DLTS . PRG. It can make one to six plots depending upon one's desire. Like PLOTCV, 
PLOTCT can be used for viewing plots on either the screen or hard copies through the HP 
plotter. It should be noted that these two programs assume that the plotting files are 
already saved. 

After the experiment is completed, the user is directed to the calculation programs 
stored in directory CTPLOT. CAL. There are four programs available in this directory: 
 CON^, DSP14, ECD4 and  DATE^. The purpose of the first program, CON2, is to change the 
format of the transient data file, SAMPLE1 . DAT, to another format depending upon the 
need of the user. This program does not perform any calculation, but it generates two 
files, SAMPLE1 . DAF and SAMPLEl . DAS, to be used later. 

The second program,  DATE^, is a very useful program as it can produce the DLTS 
spectra from the transient data measured by DLTS . PRG program. Should there be any 
need to view the DLTS spectra, one could resort to this program with the help of data 
already stored in SAMPLEl . DAF file. This program also calculates the interface state 
density distribution as a function of temperature. 

The third program, D S P I ~ ,  first reads in the transients from the original data file 
SAMPLE1 . DATand calls a subroutine to attempt a multiexponential fit to the old transients 
and generates a file sAMPLEi. RXX. 

The fourth program, ECD~,  calculates all the final results from data file SAMPLE1 . RXX. 
It first constructs the Arrhenius plots effective using a LS fitting routine. The values of 
the activation energy, emission rate and capture cross section can be obtained from the 
linearity of the ln(T2/e,) versus l/kTplots. 

4. Results and discussion 

4.1. Amplitude functions and time constants 
In figure 1, we illustrate the measured and calculated results of the transients for one of 
the samples (NBS2). These calculations refer to one exponential function and MF 1. The 
measured and calculated values match remarkably well. We have tried this comparison 
at other temperatures also and found the fitting extremely good, well within 0.05% 
error. Sample GAS2 showed no difference. Attempts to fit the experimental data were 
made with all combinations possible: 
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(i) one exponential function and MF 1; 
(ii) two exponential functions and MF 1; 
(iii) one exponential function and MF 2; 
(iv) two exponential functions and MF 2. 

In the present investigation, only combinations (i) and (ii) worked well; the others gave 
much larger errors and wider deviations from linearity in the Arrhenius plots to be 
discussed later. 

One way to assess the goodness of the fit of the transients is to look at the amplitude 
functions displayed in figure 2. These are characterized by the time constants and the 
nature of the MF selected in the analysis (in this case MF 1). The time constant plots are 
shown in figure 3. The modulations in the amplitude functions indicate some general 
trend; its features strongly reflect the features of the ICTS transients. The time constant 
plots follow the usual trend of [exp(E/kT)]/p. For sample GAS2, in the region of low 
temperatures (below 250 K), the time constant is many times larger than that for sample 
NBS2. This is due to the much larger value of the series capacitance for GaAs (142.4 pF 
at 260 K) than for Si (6.3 pF at 210 K). 

4.2. Carrier concentration and depth profiles 
For the determination of concentration-depth profiles, we have made C-V measure- 
ments assuming that the device capacitance is in a parallel configuration with the 
resistance. These results are shown in figure 4. For the Si sample we have not probed 
deep enough with alowervoltage (stopped at -5 V). Furthermore, doping in this sample 
was done by thermal diffusion contrary to ion implantation in the GaAs sample. The 
carrier concentration in the two samples are about 1015 cm-3 and 1016 ~ m - ~ ,  respectively. 
The effect of thermal distribution of the carrier concentration is significant; one such 
example is included in figure 4(b) for GaAs. For the ICTS measurement, these data are 
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Figure 4. The concentration-depth profiles: (a)  
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Figure 6. DLTS plots for Si (Au-doped p'-n) 
(sample NBS2) at various rate windows R. 

very helpful as one needs to know the linear part of the concentration-depth profile to 
establish the input parameters for completely populating and depopulating the trap 
levels. 

4.3. Arrhenius plots and device characterktics 

The Arrhenius plots corresponding to equation (2.9) are displayed in figure 5 .  As 
mentioned before, the experimental data were fed through the program DSP14 assuming 
only one trap level in each case (in this case the EL2 level for GaAs and a deep acceptor 
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Table 1. Summary of data for GaAs (Si implanted). 

0.78 5 x 10-14 ~ 4 1  
0.81 15 ~ 5 1  
0.82 2 ~ 3 1  
0.83 1.2 I121 

Table 2. Summary of data for Si (Au doped). 

Level Reference 

0.33 ? 0.03 d [91 
(0.53-0.57) ? 0.03 a (111 
(0.32-0.34) ? 0.03 d U11 
0.34 d P O I  
0.54 a [lo1 

Table 3. Device characteristics (present work). 

Si 3.412 x 3.001 x 102j 0.530 
GaAs 1.5 x 3.001 x 1025 0.753 

level for Si). A LS fitting program gave perfect linearities in both cases. Departures from 
linearity would occur for samples with two or three exponential components (defect 
levels), which apparently are not the case here. The final results obtained for the two 
devices are given in tables 1-3. 

4.4. DLTS signals and distribution functions 

The DLTS signals were recovered from the ICTS plots using 

W )  = [C(t ,  2 T )  - C(t2, T)l/ACo 

for fixed rate windows 

R = t2/t l  

where 
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(4.3) 

For three R-values of 5 , 6  and 7 and t l  = 0.01 s,  S( T )  plots are shown in figures 6 and 7. 
Only partial DLTS signals are shown for sample GAS2. A complete profile of the DLTS 
signal is not necessary for the Arrhenius plot drawn in figure 5(b). However, for the time 
constant, one usually gives the value with reference to the peak maximum or minimum: 

rmax/min = (t2 - tl)/ln(tz/tl). (4.4) 

Although higher values of R moves the peak minimum slightly to the left (smaller 
temperature), it is rather insensitive to the determination of other parameters such as 
activation energy and capture cross section. 

We have finally calculated the defect density distribution. According to Zhang et a1 
[ 161, it is given by 

Nss(Emax) = [Nd&/C(ti)’I{l/[kTln(t2/t1)I}AC(t2 9 tl) 

E m a x  = E, - kTln[a,(u,)N,(t2 - tl)/ln(t2/tl)l 

(4.5) 

(4.6) 

where Nd is the donor concentration, E the dielectric constant and 

or 

AE = E, -Emax = kTln[a,(u,)N,(t2 -tl)/ln(t2/tl)]. (4.7) 

The program DATE4, as outlined before, gives the distribution plots from the exper- 
imental DLTS signals. We show in figure 8 the plots for sample NBS2. 

5. Summary and conclusions 

In this paper we have presented a theoretical and computational procedure to investigate 
the measured ICTS by the SDLTS system already proposed earlier [l]. The entire program 
is centred around an AT-compatible Zenith-248 computer of 10 MHz speed at the actual 
experimental site. A typical experiment with four-sample probe will require about a day 
(6-8 h) for completion, including all data acquisition, analysis and plotting. During the 
course of the experiment and data analysis, one can view and monitor every single step 
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on the screen as the experiment and/or data analysis progress. This is done purposely, 
so that one could discontinue momentarily or totally should there be any need. 

We first consider the results obtained for sample NBS2, which actually is a pf -n  
junction diode. The main DLTS peak in this sample appears to be a majority carrier peak 
duetoanAuacceptorleve1. Ourmeasuredvalues, asgivenin table3, are AE, = 0.530 eV 
and U, = 3.412 X cm2. These two values are in excellent agreement with the values 
A E l  = 0.53-0.57 eV summarized in table 2. The donor level peak, which has been 
detected by several workers [9-111, also appeared at E, = 0.33 eV (see figure 6) at 
around 200 K. However, because this peak was very weak (about 15 times smaller than 
the main peak), we have not analysed it any further. The trap density NT = 2(AC/C)Ns, 
where N ,  is the shallow dopant density in the sample, was not determined as N ,  was not 
known with certainty. We find, however, a calculation of A',, (i.e. ISD) from equation 
(4.5) gives a reasonable N,,-value of about 1.3 x eV-l cm-2, when Nd = 10ls cm-3 
is used. There is an assumption made in this calculation. Normally, the interface states 
and bulk states exist side by side in the Schottky barrier region. For the interface states, 
the peak position and peak temperature are sensitive to the applied pulse voltage (i.e. 
they are field dependent), but for the bulk states these are field independent. This point 
has been verified for MOS and MIS structures by Yamasaki et a1 [ 171. The plots displayed 
in figure 8 depict more or less the DLTS peak shape in reverse order. 

Sample GAS2, which is GaAs with a Si implantation, also shows a majority-carrier 
peak. From our measurement, we find the effective value of the activation energy AE! 
to be 0.711 eV and the capture cross section 0, to be 2.45 X cm2. This value of AEi 
is found to be somewhat smaller than the values reported earlier for similar samples. 
Some of the recently published [12-151 values on this sample are also summarized in 
table 1. We then measured a few more similar samples (GAS3, GAS4, etc). In these 
latter samples, the value of the activation energy AE, turned out to be about 0.75 eV, 
which agrees very well with the value of 0.78 eV reported by Kitagawa et a l [  141. It should 
be mentioned here that for GaAs (doped or implanted) this value could range from 0.72 
to 0.82eV depending upon the concentration and nature of the dopant. It is quite 
conceivable that sample GAS2 might be contaminated with some impurity, possibly Cr. 
We are at present pursuing an investigation into this possibility. 
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